
Death of Disks Panel: A Darwinian Evolution  
Principles of Operation for Shingled Disk Devices 

HEC FSIO 2011, Arlington VA 
August 10, 2011  

[CMU-PDL-11-107] 
Garth Gibson, Greg Ganger 

Parallel Data Laboratory, Carnegie Mellon University 
garth@cs.cmu.edu,  ganger@ece.cmu.edu 



Kryder’s Law for Magnetic Disks 
•  Market expects ever more dense disks 
•  Future is multi-terabit per square inch 
•  Real challenge is making money at $100/disk 

when engineering is this hard 
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Directions in High Capacity Disks 
•  Heat-Assisted (HAMR) 

•  Small bits need high coercivity 
media to retain orientation 

•  High coercivity can’t be 
changed by normal writing 

•  Heated media lowers coercivity 
•  Include lasers? 

•  Bit-Patterned (BPM) 
•  Small bits retain orientation 

easier if bits kept apart 
•  Pattern media so only write 

a single dot per bit 
•  Tera-dots per sq. inch? 
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Shingled Magnetic Recording (SMR) 
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What About Reading? 
Read head is possibly thinner than write head 
•  If target is 2-3 X density, maybe not too hard 
Targeting higher density sees lots of crosstalk 
•  Signal processing in two dimensions (TDMR) 
One approach to TDMR involves gathering signal 

from 1-2 adjacent tracks on both sides 
•  Means 3 to 5 revs to read a single sector 
•  Not likely to be accepted by marketplace 
Safe plan is to “see” residual track w/ only 1 head 
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Geometry Model: Getting a handle on the parameters 
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Shingled writing: organizational issues 

•  Reason for doing it: density 
•  Shingling projected at 1.5-2.5 X the track density 

•  Can mix shingled and non-shingled 
•  so, e.g., separate sequential from random 
•  just lose some of the density gains 

•  Can break up sets of shingled tracks (“bands”) 
•  allowing overwrite of individual bands 
•  but, they need to be big… like 32 to 256 MB 
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Simple Geometry Model 
•  SMR allows wider write 

heads, w’>w 
•  SMR reduces gaps, g, per 

track to per band (B tracks) 
•  Residual (readable) track 

width (r) after overlapping 
is a key factor 

•  A fraction of tracks not 
shingled, f, allows some 
random sector writing 
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Simple Geometry Model 
•  SMR allows wider write 

heads, w’>w 
•  SMR reduces gaps, g, per 

track to per band (B tracks) 
•  Residual (readable) track 

width (r) after overlapping 
is a key factor 

•  A fraction of tracks not 
shingled, f, allows some 
random sector writing 

•  SMR increase in areal 
density given by simple 
model 
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Areal Density Favors Large Bands 
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Eg. w=25, g=5, w’=70, r=10,13,20 nm, f=0%,1%,10% 
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Areal Density Favors Large Bands 
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Eg. w=25, g=5, w’=70, r=10,13,20 nm, f=0%,1%,10% 

•  1% unshingled is 
affordable 
•  10% if r<w 

•  small B bad news 
•  r~=w needs  

large B (~100+) 
•  r<w allows 

smallish B (~10) 
•  But not soon …. 

Systems should plan 
for large bands 
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Coping with SMR at the system level 
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Convergence with Flash  
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Transparent STL/FTL approach 
•  Shingled disks implement “translation” 

•  Same types of algorithms as Flash 
•  Can hire ex-staff of flash industry to jumpstart 
•  Data will be correct using existing codes 

•  Not performance transparent 
•  Erase block: 100-1000 X bigger 
•  Read-erase-write: 1000-10000 X longer 
•  Sure to exceed long tolerable latency thresholds 

•  Not cost transparent 
•  Disk margins < flash margins 
•  Yet disk STL needs more resources 
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Explicitly non-transparent SMR interface 
•  Define an interface exposing key differences 

•  Bands, non-shingled regions, trim, … 

•  Modify systems software to avoid, minimize 
read-modify-write 
•  Log-structured files systems 20 years old 
•  STL-like technology not costly in host 
•  Cloud storage writes in 64 MB chunks (HDFS) 
•  Flash, PCM, etc may be available to host 
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A Standards Process is Starting in T13 
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Shingled Disk Write is really Append 
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Proposal Applies to Non-Shingled too 
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Closing 
•  Disks are evolving 

•  Disk bigots deny tape & flash bigots deny disk 
•  But cost & capacity demands prohibit euthanasia 
•  Storage hierarchy just gets deeper 

•  One leading disk evolution overlaps tracks 
•  Shingled magnetic recording 
•  New interfaces & changes in disk software 
•  Trad’l performance projections IFF append only 
•  Migration problem is same as disks today 
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